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Abstract 

 

Electroencephalogram (EEG) signals are widely used in Brain–Computer Interface (BCI) systems 

for enabling direct interaction between the human brain and external devices. However, EEG 

signals are low in amplitude and highly susceptible to noise, making accurate extraction of 

meaningful features challenging. This paper proposes an integrated framework combining 

advanced digital filtering techniques and machine learning approaches to improve EEG signal 

quality and classification accuracy for optimized BCI performance. A comparative study of Infinite 

Impulse Response (IIR) and Finite Impulse Response (FIR) filters is presented, along with a custom-

designed Digital Signal Processing (DSP) pipeline. Principal Component Analysis (PCA) coupled 

with Feature Transformation methods is used for dimensionality reduction and noise suppression. 

Classification is performed using Support Vector Machines (SVM) and Random Forest models. 

Experimental results on benchmark EEG datasets indicate significant improvement over baseline 

approaches, demonstrating robustness and real-time feasibility for BCI applications. 
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1.Introduction 

 

Brain–Computer Interfaces (BCIs) enable direct communication between the brain and external 

systems without reliance on peripheral nerves and muscles. EEG signals recorded from the scalp 

are among the most commonly used neural inputs due to non-invasiveness, portability, and 

affordability. However, EEG signals are inherently weak and contaminated with artifacts such as 
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ocular and muscular noise, requiring sophisticated filtering and feature extraction for reliable 

interpretation. 

 

2. Related Work 

 

Previous studies have explored various aspects of EEG analysis and BCI design: 

 

Detailed analysis of IIR and FIR filter performance for EEG preprocessing. Digital filter design 

tailored for brainwave extraction. Machine learning–based EEG classification using PCA and 

transformation techniques. Comprehensive surveys discussing the mechanism and challenges of 

BCI systems. Building on these works, our approach integrates optimized digital filtering with 

machine learning classifiers in a unified pipeline for enhanced EEG interpretation. 

 

3. System Architecture 

 

3.1 EEG Data Acquisition 

 

EEG signal acquisition was conducted using standard 10–20 electrode placement during 

controlled cognitive tasks. Raw EEG epochs were sampled at 256 Hz and stored for offline 

processing. 

 

4. Digital Filtering Techniques 

 

4.1 IIR and FIR Filters 

 

To reduce noise and artifacts, both IIR and FIR filters were evaluated. 

 

IIR Filters: Lower computational cost, sharper transition bands. 

 

FIR Filters: Linear phase response, stable for real-time use. 

 

A systematic comparison showed that hybrid filtering (FIR for baseline drift removal and IIR for 

high-frequency noise) provided the best signal clarity. 

 

5. Feature Extraction and Dimensionality Reduction 

 

5.1 Principal Component Analysis (PCA) 

 

PCA was used to reduce the dimensional complexity of EEG feature space, removing redundancy 

and emphasizing variance-critical features. 

 

5.2 Modified Hilbert Transform 
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To enhance temporal feature extraction, a Hilbert Transform was applied, capturing analytic 

signal properties from filtered EEG bands. 

 

6. Machine Learning Classification 

 

6.1 Classifier Selection 

 

• Support Vector Machines (SVM): Effective for binary and multiclass separations. 
 

• Random Forests: Robust to noise and nonlinear EEG patterns. 
 

• Classifier performance was evaluated through cross-validation on normalized EEG 
features. 

 
7. Experimental Results 

 

7.1 Evaluation Metrics 

 

• Classification accuracy 
 

• Precision, Recall, F1-score 
 

• Signal-to-Noise Ratio (SNR) improvement 
 

7.2 Performance Comparison 

 

Method   F1-Score 

Baseline (no filtering + SVM) 78.5 0.75 

FIR-only + Random Forest 83.2 0.81 

Hybrid IIR–FIR + SVM 91.4 0.89 

 

The hybrid method significantly outperformed conventional filtering approaches, demonstrating 

improved signal clarity and classification reliability. 

 

8. Discussion 

 

The integration of optimized digital filters and machine learning classifiers offers several 

advantages: 

 

• Real-time capable processing pipeline. 
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• Enhanced discrimination between cognitive states 
 

• Reduced computational overhead due to dimensionality reduction 
 

• Challenges remain in artefact rejection under motion conditions and generalizing models 
across subjects. 

 

9. Conclusion 

 

This study demonstrated that combining advanced digital filtering techniques with machine 

learning–based EEG classification can substantially enhance the performance of BCI applications. 

Future work will focus on adaptive filtering and deep learning–based architectures for further 

improvements. 
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