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Abstract 

As the digital world continues to grow more integrated, so too are the threats to cybersecurity, including 

Distributed Denial of Service (DDoS) and botnet attacks, which are among the most concerning. These 

attacks harness already compromised digital devices which flood the target with traffic, making them 

exceedingly difficult to detect and mitigate with standard Intrusion Detection Systems (IDS). The current 

review examines the state of the art in intelligent and adaptive IDS with a focus on machine learning (ML) 

and deep learning (DL) algorithms and hybrid feature selection that alleviate the systems weaknesses to 

DDoS and botnet assaults. The author analyzes models based on ensemble learning methods, including 

Random Forest (RF), XGBoost, and LightGBM, as well as advanced deep learning with Convolutional 

Neural (CNN) and Long Short-Term Memory (LSTM) networks, in relation to the CIS-DDoS2019, CTU-13, 

and BoT-IoT datasets. In addition to the essential complement of real-time detection and adaptive 

anomaly detection, the feedback loops in systems which are essential to mounting a defense to the 

multiple and ever-changing aspects of cyber threats are discussed. There is a focus on understanding and 

analyzing the issues connected to the relevance of research, such as scalability, false positive reduction, 

adversarial resilience, and the challenges of implementation in diversified IoT and cloud environments. 

Furthermore, the review identifies the integration of Software Defined Networking (SDN) and federated 

learning for privacy-preserving and collaborative threat detection as possible future avenues. This review 

provided a comprehensive and balanced overview of intelligent IDS systems by juxtaposing the current 

developments with the existing gaps, offering valuable insights for both scholars and practitioners working 

on cyber security systems that are adaptive, resilient, and scalable. Therefore, responding to the questions 

posed in the review will necessitate considerable ingenuity. 
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Introduction: 

The rise of the Internet of Things (IoT), cloud computing, mobile applications, and high-speed 

communication has led to increased integration of the digital world. However, along with these 

technological advancements, new cybersecurity challenges have emerged. Distributed Denial of Service 
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(DDoS) and botnet attacks have become major threats, causing significant financial and reputational 

damage. These attacks are particularly difficult to mitigate using traditional Intrusion Detection Systems 

(IDS), as they leverage compromised devices to flood networks with traffic, making it harder to distinguish 

between legitimate and malicious activity. This review aims to evaluate the state of intelligent IDS, 

focusing on Machine Learning (ML) and Deep Learning (DL) techniques, which offer promising solutions 

to improve the detection of such attacks. The review examines various IDS models and highlights the 

potential of using hybrid feature selection techniques and feedback loops to enhance detection 

capabilities. 

➢ Need for Intelligent IDS: 

Traditional IDS methods have been insufficient in detecting modern-day attacks, particularly DDoS and 

botnets. One of the primary issues is the inability of these systems to recognize new attack signatures, 

handle encrypted traffic effectively, and reduce false positives. In response to these challenges, ML and 

DL technologies have shown promise. Techniques such as Random Forest, XGBoost, and LightGBM are 

known for their robustness and generalization capabilities. Furthermore, Convolutional Neural Networks 

(CNN) and Long Short-Term Memory (LSTM) networks are particularly effective in learning complex 

patterns in network traffic. By combining hybrid feature selection methods with advanced detection 

algorithms, these systems can be adapted to mitigate the weaknesses of traditional IDS, particularly in 

real-time and dynamic environments. 

➢ Research Challenges: 

The development of intelligent IDS has led to significant improvements, but challenges remain. These 

challenges include: 

• High False Positives: Many IDS models struggle to distinguish between legitimate and malicious 

traffic, leading to an increased number of false alarms. 

• Real-time Adaptability: Many existing IDS solutions struggle to maintain performance under high 

traffic volumes, particularly in diverse environments such as IoT and cloud computing. 

• Evasion Resilience: Attackers continually evolve their methods to mimic legitimate traffic, making 

it difficult for IDS to detect new attack vectors. 

• Scalability and Cost: Some advanced IDS methods require significant computational resources, 

making them unsuitable for deployment in resource-constrained environments. 

A scalable and efficient IDS framework that integrates feature engineering, ensemble learning, anomaly 

detection, and adaptive feedback loops could address these challenges. 

➢ Objective of the Review: 

This review aims to: 

1. Analyze the role of ML and DL in the development of intelligent IDS, particularly for DDoS and botnet 

attacks. 

2. Examine the effectiveness of ML and DL algorithms such as Random Forest, XGBoost, CNN, and 

LSTM in detecting attacks. 

3. Assess the challenges related to scalability, false positive rates, and the time-sensitive nature of IDS. 

4. Discuss the lack of research in adaptive and lightweight IDS solutions for encrypted traffic. 
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➢ Contributions of This Review: 

This review synthesizes advancements in intelligent IDS by focusing on machine learning and deep 

learning techniques for attack detection. The review also provides insights into hybrid feature selection 

methods and how they improve the accuracy of IDS. It compares detection models based on ensemble 

learning methods such as Random Forest, XGBoost, and LightGBM, as well as advanced DL models like 

CNN and LSTM. The review also identifies key research gaps, including the challenges of scalability, real-

time detection, and privacy concerns in IoT and cloud environments. Furthermore, the review highlights 

the need for future work on integrating Software Defined Networking (SDN) and federated learning to 

enhance the privacy-preserving capabilities of IDS. 

Literature Review: 

The literature on IDS has traditionally distinguished between two major approaches: signature-based IDS 

and anomaly-based IDS. While signature-based IDS is effective for detecting known attacks, it struggles 

with detecting novel threats. Anomaly-based IDS, on the other hand, aims to identify abnormal patterns 

in network traffic, but it too has limitations, particularly with high false positive rates and the inability to 

detect encrypted traffic. 

Recent developments have focused on using ML and DL to overcome these challenges. The review 

highlights various works in the field that have shown how supervised and unsupervised learning 

techniques, particularly Random Forest, SVM, CNN, and LSTM, improve detection capabilities in complex 

network environments. 

Ref Technique Used Dataset(s) Results Obtained Limitations Future Scope 

[1] Supervised ML (RF, 
SVM) 

IoT 
benchmark 
datasets 

High detection 
accuracy, reduced 
FPR 

Scalability issues Adaptive real-
time models 

[2] Lightweight ML with 
feature reduction 

CIC-
IDS2017, 
BoT-IoT 

High accuracy, low 
latency 

Struggles with 
encrypted traffic 

Combine DL + 
XAI 

[3] Deep Learning (CNN, 
LSTM) 

CIC-
IDS2017 

Robust classification High 
computational 
cost 

Model 
compression 
& pruning 

[4] Deep Neural 
Networks 

UNSW-
NB15 

High detection, 
reduced false alarms 

Overfitting, long 
training 

Ensemble & 
data 
balancing 

[5] ML (RF, Gradient 
Boosting) 

ISP-scale 
traffic 

Strong real-time 
botnet detection 

Poor adaptation 
to unseen botnets 

Transfer 
learning, FL 

[6] Feature engineering + 
ML (DT, SVM) 

CIC-
IDS2017 

High precision Feature 
dependency 

Raw packet 
analysis 

[7] Hybrid DL (CNN + 
LSTM) 

NSL-KDD Improved detection Outdated dataset Validation on 
real SDN 
traffic 

[8] Systematic review of 
ML for SDN botnet 
detection 

CIC-
IDS2017, 
CTU-13 

Identified strengths 
of ML 

Scalability & 
explainability gaps 

FL & 
unsupervised 
models 
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[9] Supervised ML (GB, 
RF) 

UNSW-
NB15 

High accuracy, low 
false alarms 

Training overhead Incremental 
learning 

[10] Lightweight ML + 
feature selection 

BoT-IoT Efficient, accurate Dataset-
dependent 
features 

Adaptive 
feature 
selection 

[11] Federated Learning 
(privacy-preserving) 

IoT 
datasets 

Good accuracy, 
privacy preserved 

Communication 
overhead 

Blockchain-
secured FL 

 

Research Methodology: 

The paper describes the process of conducting a systematic review, starting with formulating research 

questions and conducting a scoping review to identify relevant literature. The methodology includes 

searching databases, screening titles and abstracts, evaluating the quality of selected articles, and 

analyzing the data extracted from these studies. The review focuses on IDS frameworks built using ML 

and DL algorithms and compares their performance based on standard datasets such as CIC-IDS2019, CTU-

13, and BoT-IoT. 

 

Figure 1: Process of Conducting a Systematic Review 

Discussion: 

With more businesses embracing cloud computing, the importance of having the right security measures in 

place has also increased due to the higher risk of cyberattacks. There is, indeed, a need for more effective measures. 

AI’s Intrusion detection systems (IDS) hold the capacity to lower the risks posed by cyberattacks through proper 

identifying and categorizing of cyber threats. The main function of an IDS is to monitor the flow of data in a network 

and alert the user when it detects any activities that require user attention. The amount of security traffic cloud 

systems and infrastructures need to deal with is unprecedented and poorly executed. IDS systems can identify 

intrusions using either approach. Binary classification, where the system identifies data as either normal or an attack, 

and multiclass classification, where the system identifies and categorizes multiple different attacks. Intrusion 

detection systems, with or without prevention capabilities, can be classified as signature based or an anomaly based. 

While the former is based on identifying patterns, the latter is based on abnormal behavior. Although the two 

systems serve unique purposes and play an important role in identifying intrusions, they are ineffective on their own 

when novel attacks are introduced. Unlike traditional security systems, the latest systems using machine learning 

(ML) and deep learning (DL) models perform with more efficiency. As a branch of artificial intelligence, machine 
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learning (ML) utilizes supervised and unsupervised learning techniques to identify anomalies within network traffic. 

Relatively speaking, machine learning enhances performance and more sophisticated deep learning techniques 

arguably enhances prediction accuracy, thus, advanced deep learning techniques become more valuable for 

advanced intrusion detection systems. In this context, we analyze and review the comparative writings on AI-based 

intrusion detection systems, focusing on systems incorporating ML, deep learning (DL), and ensemble techniques. 

We also review comparative literature on the frameworks and approaches along with their descriptive and 

theoretical measures in the domain of observations and measures of cybersecurity, thus acting as a resource to 

others in the field. 

Despite the promising results from advanced IDS methods, several challenges remain. A key issue is the high 

computational cost associated with deep learning models such as CNN and LSTM, which makes them unsuitable for 

real-time applications and for use in resource-constrained environments like IoT. There is also a need for better 

feature selection methods that can be dynamically adapted to changing network conditions. Furthermore, current 

IDS models often fail to generalize to new, unseen attack patterns, particularly in the case of zero-day attacks. 

Future research must focus on optimizing IDS models for real-time detection in high-traffic environments, improving 

model generalization, and reducing false positives. There is also a need for adaptive feature selection techniques 

that can handle the evolving nature of network traffic. 

Conclusion: 

The growing sophistication of DDoS and botnet attacks necessitates the development of intelligent IDS that can 

detect and mitigate these threats in real-time. While current ML and DL-based IDS have shown promise, challenges 

related to scalability, real-time adaptability, and false positive reduction must be addressed. This review highlights 

the need for lightweight and adaptive IDS solutions, particularly for IoT and cloud environments. Future research 

should explore the integration of SDN and federated learning to enhance the privacy-preserving capabilities of IDS 

and improve their scalability. By overcoming these challenges, intelligent IDS will be better equipped to address the 

evolving landscape of cyber threats. 
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